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ABSTRACT

Recent advances in microscopy and improvements in image processing algorithms have allowed the development of computer-assisted analytical approaches in cell identification. Several applications could be mentioned in this field: Cellular phenotype identification, disease detection and treatment, identifying virus entry in cells and virus classification; these applications could help to complement the opinion of medical experts. Although many surveys have been presented in medical image analysis, they focus mainly in tissues and organs and none of the surveys about image cells consider an analysis following the stages in the typical image processing: Segmentation, feature extraction and classification. The goal of this study is to provide comprehensive and critical analyses about the trends in each stage of cell image processing. In this paper, we present a literature survey about cell identification using different image processing techniques.
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INTRODUCTION

Nowadays several microscopy modalities have been developed and even if we limit ourselves to the visible portion of the electromagnetic spectrum we find numerous techniques such as fluorescence microscopy, differential interference contrast microscopy, phase contrast microscopy, dark field microscopy, confocal microscopy and others (Göröcs and Ozcan 2013).

Millions of cells are present in thousands of images obtained by different microscopy technologies and in the presence of millions of cells the human visual classification becomes infeasible. Although these technologies in microscopy offer high-resolution images, the big data and pattern no recognized by human experts are the main factors to implement image processing and image analysis techniques in cell identification. Machine learning and data mining have the potential to objectively and effectively analyze the massive amounts of image data (Shamir et al. 2010).

In addition, qualitative and quantitative characterization of cell images is important for clinical applications (e.g., vaccine development and diagnosis and treatment of disease), biological research (e.g., to understand the input mechanisms of the virus in cells) and application of improved techniques in digital image processing (Ketteler and Kriston-Vizi 2016).

In this review, we have done a literature search in different databases, including medical, biological and engineering databases. Detailed searches of ISI Web of Science, Scopus, ScienceDirect, IEEE Xplore, PubMed, BioMed, Medline and Google Scholar, were conducted using cell images processing, technologies of microscopy.
The aim of this review is to provide a general vision of the implementation and progress of image analysis applied to cell identification suitable for biological and medical studies. Previously the authors published a literature survey about cell identification in (Gamarra, Zurek, and San Juan 2017).

We have organized this paper to follow the image analysis procedures for cell identification and generally for all imaging processing. Some researches in virus identification have been included, because the techniques of image processing are very similar to cell identification, although the image acquisition is performed in a different scale. The scheme in Figure 2 represents the main stages of the image analysis and certain characteristics used in cell identification process in each stage.

SEGMENTATION

The images obtained from a microscope show not only a unit of cell or virus but hundreds of cells are contained by each image. This makes the first operation in many cases, is the segmentation of elements in the image. The main motivation for detecting and segmenting the observed structures is the need for counting of objects, generally cells or cell nuclei (Kong et al. 2011), to find the rate of infected cells by virus, evaluate the growth rate of microorganisms, calculation of blood cells (Seigel et al. 2012), etc. Cell counts can have diagnostic significance for some cancerous conditions (Lim, Mashor, and Hassan 2012) or virus infection.

Several techniques for segmentation are well known in image processing, but not all are useful in the microscopic range. In most biological images, cells touch each other, causing the simple, fast algorithms used in other image processing cases to fail (Carpenter et al. 2006; Zhang, Wang, and Shi 2009). The segmentation stage has applications itself like quantification of cell and cell infected by virus, but it can also be used for a later processing with identification and characterization objectives. Depending on the element to segment (i.e. cell or virus), different algorithms and parameters are used.
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separating cell and the background, nucleus of membrane or intracellular elements) different techniques are implemented such as thresholding and fuzzy c-means clustering. However, thresholding tends to have good results only on uniform images and does not produce consistent results if there is variability within image sets. Watershed algorithms have the same problem (Lim, Mashor, and Hassan 2012) (Karvelis et al. 2006). The morphological techniques work only when the concavity degree of the overlapping cells is large enough (Huang 2010), which is not usually the case. Thus, other algorithms have been proposed to improve the accuracy of the segmentation process, including improved watershed algorithms (Tonti et al. 2015). In Table 1 we present the most common segmentation techniques applied to cell images, a brief description and the weaknesses existing for the application in cell image analysis.

In (Matula et al. 2009) authors have developed an image analysis approach that comprises (i) a gradient-based thresholding scheme for cell nuclei segmentation which does not require subsequent postprocessing steps for separation of clustered nuclei, (ii) quantification of the virus signal in the neighborhood of cell nuclei, (iii) localization of regions with transfected cells by combining model-based circle fitting and grid fitting, (iv) cell classification as infected or noninfected, and (v) image quality control (e.g., identification of out-of-focus images). Due to it is difficult to find a single global threshold suitable for all nuclei, authors propose an edge-based approach which analyzes gradient magnitude images instead of thresholding the original image intensities. To distinguish between interior and exterior cell nuclei parts and to improve the segmentation result for clustered cells, authors calculate second derivatives of an image and locate zero-crossings of the Laplacian operator. The main idea is to detect pixels on the bright side of edges that have a large gradient magnitude and to subsequently morphologically process the result to obtain the final segmentation. With this approach, authors obtained a 97% in accuracy for the segmentation process.

The approach proposed in (Bergeest and Rohr 2012) is based on active contours and level sets for cell nuclei segmentation in fluorescence microscopy images. Authors have developed two approaches. (i) The three-step approach employs two convex energy functionals, which are convex formulations of the region based Chan–Vese (Chan and Vese 2001) functional and the Bayesian functional. By applying the convex functionals subsequently in three steps is possible deal with global intensity inhomogeneities and neighboring cells. The two-step approach employs the convex Bayesian functional and the convex region-scalable fitting energy functional, and requires only two subsequent steps. In the first step, authors use the region-scalable fitting energy functional, which can cope

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
<th>Weaknesses</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thresholding</td>
<td>It is implemented in color or gray scale images. This technique is based on the histogram. Used as a complementary process with other methods. Useful in cell nuclei segmentation process.</td>
<td>Difficulty to find an adequate thresholding. This technique requires the foreground and background have different intensity values.</td>
<td>(Matula et al. 2009), (Liao et al. 2015), (Dogantekin, Avci, and Erkus 2013), (Stoklasa, Majtner, and Svoboda 2014), (Filipczuk, Krawczyk, and Woźniak 2013)</td>
</tr>
<tr>
<td>Region-based segmentation</td>
<td>These techniques operate iteratively by grouping together pixels which have similar values. The watershed transform is a region-based segmentation technique. It produces a division of the image in separated regions.</td>
<td>It could produce an un-smooth boundary for the extracted object.</td>
<td>(Lim, Mashor, and Hassan 2012), (Karvelis et al. 2006), (Huang 2010), (Tonti et al. 2015), (Huang and Murphy 2004), (Mouelhi et al. 2013)</td>
</tr>
<tr>
<td>Edge-based segmentation</td>
<td>An edge filter is applied to the image and pixels are classified as edge or non-edge. These are usually detected by the first or second order derivatives method.</td>
<td>False edges could be included, and then post-processing operations are required.</td>
<td>(Lim, Mashor, and Hassan 2012), (Liao et al. 2015), (Gopinath and Bovik 2012), (Dogantekin, Avci, and Erkus 2013), (Mao et al. 2014), (Castañón et al. 2007), (Leonard et al. 2015)</td>
</tr>
<tr>
<td>Energy-based segmentation</td>
<td>These techniques aim to minimize an energy function when the image is segmented correctly. It includes algorithms like graph-cut (Yi and Moon 2012), live wire, active contour and level sets.</td>
<td>It depends on the choice of the initial contour which has to be close to the desired minima.</td>
<td>(Zhang, Wang, and Shi 2009), (Bergeest and Rohr 2012), (Tarnawski et al. 2013), (Liao et al. 2015), (Mouelhi et al. 2013)</td>
</tr>
<tr>
<td>Clustering</td>
<td>These techniques are used in the first exploratory data analysis and to group patterns that are similar. Sometimes they are combined with other techniques.</td>
<td>It can require a post-supervision.</td>
<td>(Kong et al. 2011), (Tonti et al. 2015), (Abeysekera et al. 2014), (Filipczuk, Krawczyk, and Woźniak 2013)</td>
</tr>
</tbody>
</table>
with spatially local mean intensity values in comparison to the region-based Chan–Vese functional and the Bayesian functional which are based on global mean intensity values. In the second step, authors use the Bayesian functional which allows dealing with inhomogeneities at the border of cell nuclei. From the experiments it turned out that both the three-step approach and the two-step approach can cope with images of different cell types. Authors also found that the two-step approach yields superior results compared to the three-step approach and compared to previous approaches.

Authors in (Tarnawski et al. 2013) propose a new algorithm for segmenting and tracking of clustered cells. The algorithm assumes that the objects to be tracked or segmented are of elliptical shape. Based on $H$-minima transform, the key is to find the optimal $b$ (given depth). Typically, it is between 2 and 10). Authors propose instead of finding a global $b$ for the entire image to determine it for each object separately. Authors assume that nuclei have elliptical shapes, and they use ellipse fitting for finding the best choice of $b$ for each object. Concretely, they apply $H$-minima transform with a fixed $b$ and the watershed algorithm. The results show that the proposed algorithm for segmentation and tracking significantly outperforms CellProfiler and MTrack2 software. It slightly outperforms LSetCellTracker (the latter one is only better under specificity measure), which moreover is much more sensitive to changes in parameters. The measured values for sensitivity, specificity and precision were higher than 93%, 74% and 89%, respectively.

The proposed method in (Liao et al. 2015) mainly consists of preprocessing, polygon approximation, bottleneck detection, ellipse fitting, cell segmentation, and edge modification. Firstly, a binary image of cell contours is obtained by preprocessing, followed by a polygon approximation to extract feature points of cell contours. Secondly, for each connected cell region, bottleneck detection and ellipse fitting are used to judge whether it is a single cell or overlapping cells, and further to detect the splitting points for overlapping cells. Thirdly, according to the splitting points, one cell is separated from the overlapping cells by a fitted ellipse. Finally, the remaining edge is patched up to form a new closed contour by edge modification. The proposed method separates cells from overlapping cells iteratively one by one, and the accuracies for blood and fluorescence cell segmentations are 92% and 90%, respectively.

**FEATURE EXTRACTION**

After a segmenting process and preprocessing operations to adequate the images is necessary extract features of the cells, virus or other microorganism. This stage allows to characterize the cells or virus itself or to perform a posterior classification. Depending of the elements to identify several types of features are extracted: morphological (Gopinath and Bovik 2012), texture, invariant moments, co-occurrence matrix (Liu and Liu 2013), geometric and appearance property (wavelet features (Liu et al. 2013), Zernike moments features (Apostolopoulos, Tsinopoulos, and Dermatas 2013), Haralick features, region property features, shape descriptor features) (Wang et al. 2006), entropy values (Dogantekin, Avci, and Erkus 2013), higher order spectral (Ong and Chandran 2005) and color (Jaiswal et al. 2003; Huang et al. 2006; Karkanis et al. 2003).

A summary of features used in cells identification is listed in Table 2. These features were compiled from a comprehensive literature search on cells image analysis. In addition, various statistics measures are also commonly calculated for all vector features: the mean, median, minimum, maximum, standard deviation, texture histogram

<table>
<thead>
<tr>
<th>Category</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size and structure</td>
<td>Area</td>
<td>(Kuznetsov and McPherson 2011), (Chen et al. 2013), (Kuznetsov et al. 2012), (Gopinath and Bovik 2012), (Bocklitz et al. 2014), (Ashcroft et al. 2011), (Abbas, Dijkstra, and Heskes 2014)</td>
</tr>
<tr>
<td></td>
<td>Elliptical features: major and minor axis length, eccentricity, orientation, elliptical deviation.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Convex area.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boundary features: perimeter, radio, perimeter curvature.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other shape features: equivalent diameter, sphericity, inertia shape.</td>
<td></td>
</tr>
<tr>
<td>Texture</td>
<td>Co-occurrence matrix features: inertia, energy, entropy, homogeneity, maximum probability.</td>
<td>(Liu and Liu 2013), (Liu et al. 2013), (Wang et al. 2006), (Dogantekin, Avci, and Erkus 2013), (Ong and Chandran 2005), (Gertych et al. 2015), (Abeysekera et al. 2014), (Mao et al. 2014), (dos Santos et al. 2015), (Kayaaltı et al. 2014), (Stoklasa, Majtner, and Svoboda 2014)</td>
</tr>
<tr>
<td></td>
<td>Wavelet features.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fractal dimension.</td>
<td></td>
</tr>
<tr>
<td>Color</td>
<td>Color coherence vectors (CCV), border/interior classification (BIC), color correlograms</td>
<td>(Jaiswal et al. 2003), (Huang et al. 2006), (Karkanis et al. 2003), (Filipczuk, Krawczyk, and Woźniak 2013)</td>
</tr>
</tbody>
</table>
presented in (Jain and Zongker 1997). Techniques used in feature selection are genetic algorithms. A taxonomy of feature selection algorithms is backward selection (SBS) (criterion. These methods include the sequential search methods: sequential forward selection (SFS) and sequential hand, several heuristic algorithms have been developed, which use the hit rate classification as the optimality criterion. These methods include the sequential search methods: sequential forward selection (SFS) and sequential backward selection (SBS) (Pudil, Novovičová, and Kittler 1994; Castañón et al. 2007). Other optimization techniques used in feature selection are genetic algorithms. A taxonomy of feature selection algorithms is presented in (Jain and Zongker 1997).
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The proposed classifier is k-NN based and was implemented using MESSIF framework (Batko et al. 2008). In comparison with SVM, the advantages of k-NN based approach in the implicit support of multi-class division and patterns, Scale Invariant Feature Transform (SIFT), surface description and a granulometry-based descriptor. The cells in the whole data set.

The classification ratio of the Entropy-ANFIS algorithm for the RNA virus images. The correct classification ratio was determined as 95% using the proposed Entropy-ANFIS method.

Classification of whole screen using the best performing classifier from step 2.

Some researches use intelligent algorithms to classify the cell objective (dos Santos et al. 2015; Glezakos et al. 2010; Keltch, Lin, and Bayrak 2014), soft computing (Kayaalti et al. 2014; Calisir and Dogantekin 2011), k-means (Ashcroft et al. 2011), decision tree (Leonard et al. 2015) or a combination of two or more techniques (Li et al. 2012; Huang and Murphy 2004). One case is presented in (Dogantekin, Avci, and Erkus 2013), where authors proposed in the classification stage an Adaptive Network Based on Fuzzy Inference System (ANFIS) to automatically classify RNA viruses. In the feature extraction stage, each of the RNA virus images is rotated 15°, between 0° and 165°. These rotated RNA virus images are then scaled to 10 different sizes. Moreover, three different entropy values, i.e., the norm, logarithmic energy and entropy threshold values are calculated for each of these RNA virus images. The feature vector is given as input to the ANFIS classifier, Artificial Neural Networks (ANN) classifier and Fuzzy c-means (FCM) cluster. Finally, the test stage is performed to evaluate the correct classification ratio of the Entropy-ANFIS method for the RNA virus images. The correct classification ratio was determined as 95% using the proposed Entropy-ANFIS method.

In (Abbas, Dijkstra, and Heskes 2014) a comparative study of cell classifier is presented. Authors present a comparative study of computational performance (accuracy and cross-validation time) of gentle boosting, joint boosting CellProfiler Analyst (CPA), support vector machines (linear and radial basis function) and linear discriminant analysis (LDA) on two data sets of HT29 and HeLa cancer cells. Authors also explore how performance and computational time vary with a different number of phenotypes. The extracted features consist of geometric (extension, eccentricity, axis lengths, size and size ratio between cell and nucleus), Haralick (angular moments, contrast, correlation, variance and entropy) and Zernike features. Authors use 20-fold cross-validation with stratified sampling on the class variables. The results show that the performance of classification methods increases with a decrease in the number of phenotypes for both data sets and the cross-validation time increases with the number of phenotypes. This study finds that the difference in performance is small between SVM (linear) and SVM (RBF) but that SVM (linear) is faster than SVM (RBF) on both data sets. Then authors propose SVM (linear) for iterative improvement of the training data and SVM (RBF) for the final classifier to classify all unlabeled cells in the whole data set.

In the research presented in (Stoklasa, Majtner, and Svoboda 2014) authors use k-nearest neighbor (k-NN) to classify Human Epithelial (HEp2) cells. The classifier is able to categorize pre-segmented images of HEp-2 cells into 6 classes. The core of this engine consists of the following image descriptors: Haralick features, Local Binary Patterns, Scale Invariant Feature Transform (SIFT), surface description and a granulometry-based descriptor. The proposed classifier is k-NN based and was implemented using MESSIF framework (Batko et al. 2008). In comparison with SVM, the advantages of k-NN based approach in the implicit support of multi-class division and

### Table 3. Summary of classifier used in cell image analysis

<table>
<thead>
<tr>
<th>Category</th>
<th>Classifier</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical and classical</td>
<td>Probabilistic: Bayesian classifier,</td>
<td>(Dogantekin, Avci, and Erkus 2013), (Karkanis et al. 2003), (Gertych et al. 2015), (Ashcroft et al. 2011), (Stoklasa, Majtner, and Svoboda 2014), (Nanni and Lumini 2007), (Filipezuk, Krawczyk, and Wozniak 2013)</td>
</tr>
<tr>
<td></td>
<td>probabilistic linear discriminant analysis.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Non-probabilistic: support vector machine, K-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>nearest neighbor and linear discriminant</td>
<td></td>
</tr>
<tr>
<td></td>
<td>analysis.</td>
<td></td>
</tr>
<tr>
<td>Artificial intelligence</td>
<td>Artificial Neural Networks, Fuzzy logic,</td>
<td>(Filipezuk, Krawczyk, and Wozniak 2013), (Ashcroft et al. 2011), (dos Santos et al. 2015), (Kayaalti et al. 2014), (Glezakos et al. 2010), (Keltch, Lin, and Bayrak 2014), (Sagonas et al. 2013)</td>
</tr>
<tr>
<td></td>
<td>Genetic Algorithms, decision tree.</td>
<td></td>
</tr>
<tr>
<td>Boosting</td>
<td>Joint boosting, gentle boosting, adaptive</td>
<td>(Abbas, Dijkstra, and Heskes 2014), (Li et al. 2012), (Huang and Murphy 2004)</td>
</tr>
<tr>
<td></td>
<td>boosting.</td>
<td></td>
</tr>
</tbody>
</table>

### CLASSIFICATION

For cells image analysis, one of the primary considerations in the choice of a classifier is its ability to deal with highly dense datasets and additionally a large feature vector. According with (Jones et al. 2009), there are three steps involved in classification. The first step is segmentation and feature extraction. The second step concerns the training of classification models on a training set and their performance evaluation with cross-validation. The training set is a subset of a few thousand cells visually classified by a biologist. The third step develops the classification of whole screen using the best performing classifier from step 2.

Some well know classifiers are used for this image analysis. A summary of classifier used in cell identification is listed in Table 3. Additionally, the classifier can be divided into two basic groups: supervised and unsupervised (Sonka, Hlavac, and Boyle 2007). In the supervised learning the samples labeled of each class are provided; in unsupervised learning the samples are not labeled and the classifier can try to cluster the data into different groups.

Some researches use intelligent algorithms to classify the cell objective (dos Santos et al. 2015; Glezakos et al. 2010; Keltch, Lin, and Bayrak 2014), soft computing (Kayaalti et al. 2014; Calisir and Dogantekin 2011), k-means (Ashcroft et al. 2011), decision tree (Leonard et al. 2015) or a combination of two or more techniques (Li et al. 2012; Huang and Murphy 2004). One case is presented in (Dogantekin, Avci, and Erkus 2013), where authors proposed in the classification stage an Adaptive Network Based on Fuzzy Inference System (ANFIS) to automatically classify RNA viruses. In the feature extraction stage, each of the RNA virus images is rotated 15°, between 0° and 165°. These rotated RNA virus images are then scaled to 10 different sizes. Moreover, three different entropy values, i.e., the norm, logarithmic energy and entropy threshold values are calculated for each of these RNA virus images. The feature vector is given as input to the ANFIS classifier, Artificial Neural Networks (ANN) classifier and Fuzzy c-means (FCM) cluster. Finally, the test stage is performed to evaluate the correct classification ratio of the Entropy-ANFIS algorithm for the RNA virus images. The correct classification ratio was determined as 95% using the proposed Entropy-ANFIS method.

In (Abbas, Dijkstra, and Heskes 2014) a comparative study of cell classifier is presented. Authors present a comparative study of computational performance (accuracy and cross-validation time) of gentle boosting, joint boosting CellProfiler Analyst (CPA), support vector machines (linear and radial basis function) and linear discriminant analysis (LDA) on two data sets of HT29 and HeLa cancer cells. Authors also explore how performance and computational time vary with a different number of phenotypes. The extracted features consist of geometric (extension, eccentricity, axis lengths, size and size ratio between cell and nucleus), Haralick (angular moments, contrast, correlation, variance and entropy) and Zernike features. Authors use 20-fold cross-validation with stratified sampling on the class variables. The results show that the performance of classification methods increases with a decrease in the number of phenotypes for both data sets and the cross-validation time increases with the number of phenotypes. This study finds that the difference in performance is small between SVM (linear) and SVM (RBF) but that SVM (linear) is faster than SVM (RBF) on both data sets. Then authors propose SVM (linear) for iterative improvement of the training data and SVM (RBF) for the final classifier to classify all unlabeled cells in the whole data set.

In the research presented in (Stoklasa, Majtner, and Svoboda 2014) authors use k-nearest neighbor (k-NN) to classify Human Epithelial (HEp2) cells. The classifier is able to categorize pre-segmented images of HEp-2 cells into 6 classes. The core of this engine consists of the following image descriptors: Haralick features, Local Binary Patterns, Scale Invariant Feature Transform (SIFT), surface description and a granulometry-based descriptor. The proposed classifier is k-NN based and was implemented using MESSIF framework (Batko et al. 2008). In comparison with SVM, the advantages of k-NN based approach in the implicit support of multi-class division and
the ability to natively combine different weighted feature vectors. Presented results show that the performance is highly influenced by the intra-and inter-image similarity. When inter-image differences are suppressed by using leave-one-out-cross-validation on cell-level using the whole dataset, classifier achieves more than 93% accuracy.

In some cases due to multiple image scales at which relevant information may be extracted from cell images, some authors have proposed the use of multiple classifier system as opposed to a single classifier (Gurcan et al. 2009; Nanni and Lumini 2007; Lino et al. 2016). These systems perform information fusion of classification decisions at different levels overcoming limitations of traditional approaches based on single classifiers (Wozniak, Graña, and Corchado 2014). Likewise a combination of several algorithms has been used in medical image fusion: process of registering and combining multiple images from single or multiple imaging modalities to improve the imaging quality and reduce randomness and redundancy in order to increase the clinical applicability of medical images for diagnosis and assessment of medical problems (James and Dasarathy 2014).

An example of classifier ensemble is presented in (Filipczuk, Krawczyk, and Woźniak 2013) applied in cytological images. Authors propose a segmentation method based on the combination of adaptive thresholding in grayscale and pixel classification in color space using one of four clustering algorithms: K-means, fuzzy C-means, Gaussian mixture model (Dempster, Laird, and Rubin 1976), and competitive neural networks. Competitive learning neural networks, although computationally costly, returned a best results and features extracted on its basis contributed to the lowest classification error. Classification is carried out with the usage of a classifier ensemble based on the Random Subspaces approach (Ho 1998). To boost its effectiveness, authors use a linear combination of the support functions returned by the individual classifiers in the ensemble. The ensemble must consist of classifiers that are able to output support functions as Naive Bayes, Neural Networks, or Support Vector Machines. The implementation of such a fuser was motivated by the fact that not all of the base classifiers created by the Random Subspace method are of the same quality – while it is a good method for assuring diversity it cannot always ensure the high individual accuracy. By using a trained fuser, authors controlled the influence that each base classifier had on the final decision. This resulted in a high-quality ensemble, which outperformed other committees, commonly used in the medical decision support task.

CONCLUSIONS

Cell image analysis techniques in the last years have been presented in this review. The development of new technologies in microscopy has increased the study of cell and virus using the image analysis. Well known techniques in image processing are used to identify phenotypes, infected cells, new virus and in general a quantification and characterization of cell images. Although the image analysis is finally carried out by human experts, it is necessary to use automatic processing due to the big data that the images contain.

Each stage of the image processing has a wide field of research: segmentation and preprocessing, feature extraction and feature selection, classification and improving of image quality. In these fields are evaluated two important indicators: accuracy and execution time. Both indicators are critical because of the amount of information that must be processed.

Although the advance in cell image analysis has had a high increase the last years, there exist technical challenges in image acquisition resulting from image noise, high cost of imaging and increased computational complexity with increasing image amount. Facing this, new techniques or combination of existing are implemented aim to improve the performance in this image analysis.
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